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In this paper, we present the extension of ∆-statistically convergent and ∆-statistically Cauchy 

sequences via neutrosophic normed space (NNS) to double sequences. The study in analogy 

also define and introduce  ∆kl for which st Δkl

ℜ −limskl = s or skl − s(S Δkl

ℜ ),  where k → ∞. S Δkl

ℜ   

denote set of all  Δkl − statistically convergent sequences. Furthermore, we present their feature 

utilizing double density and establish some inclusion relations between these concepts and 

prove some essentials analogous properties for double sequences. 
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1. INTRODUCTION 

The first world publication related to the concept of 

neutrosophy of the usual notion of convergence. The idea of 

statistical convergence was given in the first edition 

(published in Warsaw in 1935) of the monograph of zygmund 

(1979), “who called it almost convergence”. Formally the 

concept of statistical convergence was introduced by Fast 

(1951) and Steinhaus (1951) independently and later 

reintroduced by Schoenberg (1959). Although statistical 

convergence was introduced over nearly last sixty years, it 

has become an active area of research in recent years. 

The concept of fuzzy set was originally introduced by Zadeh 

(1965). The fuzzy theory has become an area of active 

research for the last fifty years. It has a wide range of 

applications in the field of science and engineering, 

population dynamics (2000), chaos control (2004), computer 

programming (1980), nonlinear dynamical systems (2006), 

fuzzy physics (1992) and more. The intuitionistic fuzzy set 

on a universe 𝑋 was first introduced by Atanssov in (1986) as 

a generalization of Fuzzy set, where besides the degree of 

membership of each element to a set, there was considered a 

degree non – membership. Taking into account the concept 

of fuzzy set and intuitionistic fuzzy set, Smarandache (2005) 

introduced the notion of Neutrosophic set (NS) which is a 

new version of the idea of the classical set. The first world 

publication related to the concept of neutrosophy was 

published in (1998) and included in the literature. On the 

other hand, Kaleva and Seikkala (1984) defined the fuzzy 

metric spaces (FMS) as a distance between two points to be a 

non-negative fuzzy number. After that, in (1994) some basic 

properties of FMS were studied and the Baire Category 

Consequently, FMS has used in the applied sciences such as 

fixed point theory, image and signal processing, medical 

imaging, decision making and more. After definition of the 

intuitionistic fuzzy set (IFS), it was used in all areas where FS 

theory was studied. Park (2004) introduced IF metric space 

(IFMS), that is a generalization of FMS. Then, Park used 

George and Veeramani’s (1994) work for applying t-norm 

and t-conorm to FMS meanwhile defining IFMS and studying 

its basic properties. Moreover, Bera and Mahapatra 

introduced the neutrosophic soft linear spaces (NSLS) 

(2017). Later, neutrosophic soft normed linear spaces 

(NSNLS) was defined by Bera and Mahapatra (2018). 

Besides, In (2018), neutrosophic norm, Cauchy sequence in 

NSNLS, convexity of NSNLS, metric in NSNLS were 

defined and studied. Vakeel A. Khan (2021) used the notion 

of λ-statistical convergence in order to generalize these 

concepts. And also established some inclusion relations 

between them. They defined the statistical convergence and 

λ-statistical convergence in neutrosophic normed space. They 

gave the λ-statistically Cauchy sequence in neutrosophic 

normed space and presented the λ-statistically completeness 

in connection with a neutrosophic normed space. Some 

interesting examples are also displayed in support of the 

definitions and results. Kirisci Recently, Kirisci and Simsek 

(2020), introduced and studied the notion of statistical 

convergence in a neutrosophic normed spaces. Besides, they 

showed some interesting results. Recently, Carlos Granados 

and Alok Dhital (2021) studied and presented the idea of 

Statistical Convergence of Double Sequences in 

https://doi.org/10.47191/ijmcr/v13i03.01
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Neutrosophic Normed Spaces. Quite recently, Nazmiye G. B. 

(2022) studied different types of convergence concepts and 

applied them to difference sequences. The concept of 

difference sequences was combined with structures that are 

advantageous to work like Lacunary sequences. In this work, 

we shall extend the notion of some concepts of statistical 

convergence via neutrosophic normed spaces by using double 

sequences. Moreover, we prove some of its properties and 

characterizations. Also this work aims to provide a solid 

foundation for studying statistical convergence properties of 

double sequences in a neutrosophic normed spaces setting. 

 

2. PRELIMINARIES 

Now, we write the essential definitions and concepts in the 

study 

The concept of statistical convergence was defined by Fast 

and Steinhaus (1951) and also independently by Buck (1953) 

and Schornberg (1959) for real and complex sequences. 

Further this concept was studied by Salat (1980), Fridy 

(1985), Connor (1988)  and  later this notion was studied by 

various authors. Let 𝐾 be a subset of  𝑁, then the asymptotic 

density of 𝐾, denoted by 𝑑(𝐾) is defined as follows: 

𝑑(𝑘) = lim
𝑛

1

𝑛
|{𝑘 ≤ 𝑛: 𝑘 ∈ 𝐾}|, 

where the vertical bars denote the cardinality of the enclosed 

set. 

Definition  2.1 (Fast and Steinhaus, 1951): A number 

sequence 𝑥 = (𝑥𝑘) is said to be statistically convergent to the 

number 𝐿 if for each 𝜖 > 0, lim
𝑛

1

𝑛
 |{𝑘 ≤ 𝑛: |𝑥𝑘 − 𝐿| ≥ 𝜖}|  = 0  

Definition 2.2 (Fast and Steinhaus, 1951): A sequences 𝑥 =

(𝑥𝑘) is said to be statistically Cauchy sequence if for every 

𝜀 > 0, there exists a number 𝑁 = 𝑁(𝜀) such that  

lim
𝑛

1

𝑛
|{𝑘 ≤ 𝑛: |𝑥𝑘 − 𝑥𝑁| ≥ 𝜀}| = 0 

Definition 2.3 (Fridy and Khan, 1998): A sequence(𝑥𝑘) is 

said to be statistically bounded in 𝑋 if there exist 𝑥 ∈ 𝑋 and 

𝑀 > 0 such that ∆({𝑘 ∈ ℕ: 𝜌(𝑥𝑘 , 𝑥) ≤ 𝑀}) = 1. 

Definition 2.4 (Fridy and Khan, 1998): A sequence (𝑥𝑘) is 

a statistically Cauchy sequence in 𝑋 if for every 𝜀 > 0 there 

exists 𝑁 = 𝑁(𝜀) ∈ ℕ such that ∆(𝐴𝑁(𝜀)) = 1, where  

𝐴𝑁(𝜀) = {𝑘 ∈ ℕ: 𝜌(𝑥𝑁 , 𝑥𝑘) < 𝜀}. 

2.2 Statistical Convergence of Double Sequences 

The notion of statistical convergence of double sequences 

was defined by Mursaleen and Edely (2003). 

 Let 𝐾 ⊂ ℕ × ℕ be two-dimensional set of positive integers 

and let be 𝐾(𝑛, 𝑚) the numbers of (𝑗, 𝑘) in 𝐾 such that 𝑗 ≤ 𝑛 

and 𝑘 ≤ 𝑚. Then, the two-dimensional analogue of natural 

density can be defined as follows: 

 The lower asymptotic density of the set 𝐾 ⊂ ℕ × ℕ is 

defined as: 

 𝛿2(𝐾) = lim
𝑛,𝑚

𝑖𝑛𝑓
𝐾(𝑛,𝑚)

𝑛𝑚
.        Similarly, 

The upper asymptotic density of the set 𝐾 ⊂ ℕ × ℕ is defined 

as: 

𝛿2
̅̅ ̅(𝐾) = lim

𝑛,𝑚
𝑠𝑢𝑝

𝐾(𝑛,𝑚)

𝑛𝑚
.        

In case that the sequence  (
𝐾(𝑚,𝑛)

𝑚𝑛
) has a limit in Pringsheim’s 

sense then we say that 𝐾 has a double density and is defined 

as:  

lim
𝑛,𝑚

𝐾(𝑛, 𝑚)

𝑛𝑚
= 𝛿2(𝐾) 

Statistical convergence for double sequence 𝑥 = (𝑥𝑘𝑗) of real 

which was defined by Mursaleen and Edely (2003) as:  

Definition 2.2.1 ( Mursaleen and Edely, 2003):  A real 

double sequence 𝑥 = (𝑥𝑘𝑗) is said to be statistically 

convergent to the number 𝐿 if for each 𝜖 > 0, the set 

{(𝑗, 𝑘), 𝑗 ≤ 𝑚, 𝑘 ≤ 𝑛: |𝑥𝑘𝑗 − 𝐿| ≥ 𝜖}, has a double natural 

density zero. In this case, we write 𝑆2 −lim𝑥𝑘𝑗 = 𝐿. 

Definition 2.2.2 (Mursaleen and Edely, 2003): A real 

double sequence 𝑥 = (𝑥𝑗𝑘) is said to be statistically Cauchy 

if for each 𝜀 > 0, there exist positive integers 𝑚(𝜀) and 𝑛(𝜀) 

such that for every 𝑗, 𝑝 ≥ 𝑚 and 𝑘, 𝑞 ≥ 𝑛, the set {(𝑗, 𝑘), 𝑗 ≤

𝑚, 𝑘 ≤ 𝑛: |𝑥𝑗𝑘 − 𝑥𝑝𝑞| ≥ 𝜀} has double natural density zero. 

Definition 2.2.3 (Mursaleen and Edely, 2003): A double 

sequence 𝑥 = (𝑥𝑗𝑘) is said to be bounded if there exists a real 

number 𝑀 > 0 such that |𝑥𝑗𝑘| < 𝑀 for each 𝑗 and 𝑘, i.e, if  

‖𝑥‖(∞,2) = sup
𝑗𝑘

|𝑥𝑗𝑘| < ∞. We shall denote the set of all 

bounded double sequence by 𝑙2
∞.  

Note that in contrast to the case of sequence a convergent 

double sequence need not be bounded. 

Triangular norms (t-norms) (TN) were initiated by Menger K 

(1942). In the problem of computing the distance between 

two elements in space, Menger offered using probability 

distributions instead of using numbers for distance. TNs are 

used to generalize with the probability distribution of triangle 

inequality in metric space conditions. Triangular conorms (t-

conorms) (TC) know as dual operations of TNs. TNs and TCs 

are very significant for fuzzy operations (intersections and 

unions). 

Definition 2.2.4 (Kirisci  and Simsek, 2020): Give an 

operation ∘ : [0,1] × [0,1] → [0,1]. If the operation ∘ is 

satisfying  the following conditions: 

(1) 𝑠 ∘ 1 = 𝑠, 

(2) If 𝑠 ≤ 𝑢 and 𝑡 ≤ 𝑣, then 𝑠 ∘ 𝑡 ≤ 𝑢 ∘ 𝑣, 

(3) ∘ is continuous, 

(4) ∘ is continuous and associative. 

Then, it is called that the operation ∘ is continuous TN,  for 

𝑠, 𝑡, 𝑢, 𝑣 ∈ [0,1]. 

Definition 2.2.5   (Kirisci  and Simsek, 2020): Give an 

operation • : [0,1] × [0,1] → [0,1]. If the operation • is 

satisfying the following conditions: 

(1) 𝑠 • 0 = 𝑠, 

(2) If 𝑠 ≤ 𝑢 and 𝑡 ≤ 𝑣, then 𝑠 • 𝑡 ≤ 𝑢 • 𝑣, 

(3) • is continuous, 

(4) • is continuous and associative. 
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Then, it is called that the operation • is continuous TC,  for 

𝑠, 𝑡, 𝑢, 𝑣 ∈ [0,1]. 

Remark: From the above definitions, we can see that if we 

take 0 < 𝜖1, 𝜖2 < 1 for 𝜖1 < 𝜖2, then there exist 0 < 𝜖3, 𝜖4 < 

0,1 such that 𝜖1 ∘ 𝜖3 ≥ 𝜖2, 𝜖1 ≥ 𝜖4 • 𝜖2. Moreover, if we take 

𝜖5 ∈ (0,1), then there exist 𝜖6, 𝜖7 ∈ (0,1) such that 𝜖6 ∘ 𝜖6 ≥

𝜖5 𝑎𝑛𝑑  𝜖7 • 𝜖7 ≤ 𝜖2. 

 The notion of neutrosophic normed space (NNS) 

was defined by (Kirisci and Simsek, 2020), as well as the 

definition of statistical convergence with respect to NNS was 

given. 

Definition 2.2.6 (Kirisci and Simsek, 2020): Take 𝐹 as a 

vector space 𝑁 = {< 𝑢, 𝐺(𝑢), 𝐵(𝑢), 𝑌(𝑢) >: 𝑢 ∈ 𝐹} be a 

normed space (NS) such that 𝑁: 𝐹 × 𝐹+ → [0,1]. Let ∘ and • 

show the continuous TN and continuous TC, respectively. If 

the following conditions are satisfied, then the four-tuple 𝑉 = 

(𝐹, 𝑁, ∘, •) is called neutrosophic normed  space (NNS), for 

all 𝑢, 𝑣, ∈ 𝐹, 𝜆, 𝜇 > 0 𝑎𝑛𝑑 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝜎 ≠ 0: 

 (1) 0 ≤ 𝐺(𝑢, 𝜆) ≤ 1, 0 ≤ 𝐵(𝑢, 𝜆) ≤ 1, 0 ≤

𝑌(𝑢, 𝜆) ≤ 1, for all 𝜆 ∈ 𝑅+,  

 (2) 𝐺(𝑢, 𝜆) + 𝐵(𝑢, 𝜆) + 𝑌(𝑢, 𝜆) ≤ 3, for all 𝜆 ∈

𝑅+,  

 (3) 𝐺(𝑢, 𝜆) = 1, for 𝜆 > 0 if and only if 𝑢 = 0, 

 (4) 𝐺(𝜎𝑢, 𝜆) = 𝐺 (𝑢,
𝜆

|𝜎|
), 

 (5) 𝐺(𝑢, 𝜆) ∘ 𝐺(𝑣, 𝜇) ≤ 𝐺(𝑢 + 𝑣, 𝜆 + 𝜇), 

 (6) 𝑄(𝑢, . ) is continuous non decreasing function, 

 (7) lim
𝜆→∞

𝐺(𝑢, 𝜆) = 1, 

 (8) 𝐵(𝑢, 𝜆) = 0, for 𝜆 > 0 if and only if 𝑢 = 0, 

 (9) 𝐵(𝜎𝑢, 𝜆) =  𝐵(𝑢,
𝜆

|𝜎|
), 

 (10) 𝐵(𝑢, 𝜇) • 𝐵(𝑣, 𝜆) ≥ 𝐵(𝑢 + 𝑣, 𝜆 + 𝜇), 

 (11) 𝐵(𝑢, . ) is continuous non decreasing function, 

 (12) lim
𝜆→∞

𝐵(𝑢, 𝜆) = 0, 

 (13) 𝑌(𝑢, 𝜆) = 0, for 𝜆 > 0 if and only if 𝑢 = 0, 

 (14) 𝑌(𝜎𝑢, 𝜆) =  𝑌(𝑢,
𝜆

|𝜎|
 ), 

 (15) 𝑌(𝑢, 𝜆) • 𝑌(𝑣, 𝜆) ≥ 𝑌(𝑢 + 𝑣, 𝜆 + 𝜇), 

 (16) 𝑌(𝑢, . ) is continuous  non decreasing function, 

 (17) lim
𝜆→∞

𝑌(𝑢, 𝜆) = 0, 

 (18) if 𝜆 ≤ 0, then 𝐺(𝑢, 𝜆) = 0, 𝐵(𝑢, 𝜆) = 1 and  

𝑌(𝑢, 𝜆) = 1. 

Then  𝑁 = (𝐺, 𝐵, 𝑌) is called neutrosophic norm (NN). 

Example 2.2.1   (Kirisci  and Simsek, 2020): Let (𝐹, ‖. ‖) 

be a NS. Give  the operations ∘ and • as TN 𝑢 ∘ 𝑣 = 𝑢𝑣; TC 

𝑢 • 𝑣 = 𝑢 + 𝑣 − 𝑢𝑣. For 𝜆 > ‖𝑢‖, 

  𝐺(𝑢, 𝜆) =
𝜆

𝜆+‖𝑢‖
, 𝐵(𝑢, 𝜆) =

‖𝑢‖

𝜆+‖𝑢‖
, 𝑌(𝑢, 𝜆) =

‖𝑢‖

𝜆
,  

for all 𝑢, 𝑣, ∈ 𝐹, 𝑎𝑛𝑑 , 𝜆 > 0. If we take 𝜆 ≤ ‖𝑢‖, then 

𝐺(𝑢, 𝜆) = 0, 𝐵(𝑢, 𝜆) = 1 and  𝑌(𝑢, 𝜆) = 1. Then, (𝐹, 𝑁, ∘, •) 

is NNS such that 𝑁: 𝐹 × 𝐹+ → [0,1]. 

Definition 2.2.7   (Kirisci  and Simsek, 2020): Let 𝑉 be a 

NNS and (𝑎𝑛) be a sequence in 𝑉 such that 0< 𝜖 < 1 and 

𝜆 > 0 Then, (𝑎𝑛) converges to 𝑎 if and only if there exists 

𝑛0 ∈ ℕ such that 𝒢(𝑎𝑛 − 𝑎, 𝜆) > 1 − 𝜖, ℬ(𝑎𝑛 − 𝑎, 𝜆) < 𝜖 

and 𝒴(𝑎𝑛 − 𝑎, 𝜆) < 𝜖. That is lim
𝑛→∞

 𝒢(𝑎𝑛 − 𝑎, 𝜆) =

1, lim
𝑛→∞

 ℬ(𝑎𝑛 − 𝑎, 𝜆) = 0 and lim
𝑛→∞

 𝒴(𝑎𝑛 − 𝑎, 𝜆) = 0 as 𝜆 >

0. In this case, the sequence (𝑎𝑛) is said to be a convergent 

sequence in 𝑉. The convergent in NNS is denoted by 𝑁 − 

lim𝑎𝑛 = 𝐿. 

2.3   ∆ − Statistical Convergence and  ∆ − Lacunary 

Statistical Convergence 

Definition 2.3.1 (Basarir, 1995): (𝑠𝑘) is called to be   Δ − 

statistically convergent to 𝑠, where 

𝛿({𝑘 ∈ ℕ: |∆𝑠𝑘 − 𝑠| ≥ 𝜀}) = 0, for all 𝜀 > 0 and ∆𝑠𝑘 =

𝑠𝑘 − 𝑠𝑘+1, 1.e.,  

lim
𝑝→∞

1

𝑝
|{𝑘 ≤ 𝑝: |∆𝑠𝑘 − 𝑠| ≥ 𝜀}| = 0. Then, it is demonstrated 

𝑠𝑡 − 𝑙𝑖𝑚∆𝑠𝑘 = 𝑠. 𝑆∆ is denoted, set of all ∆ − statistical 

convergence sequences. 

Definition 2.3.2 (Fridy and Orhan, 1993):  Let  𝜃 = {𝑘𝑟} 

be a sequence of increasing integers, 𝑘0 = 0 and also 

lim
𝑟→∞

𝑘𝑟 − 𝑘𝑟−1 = ∞. Then, 𝜃 is called to be Lacunary 

sequences. Let 𝐴 ⊂ ℕ, 𝐼𝑟 = (
𝑘𝑟

𝑘𝑟−1
⁄ ) and 𝐼𝑟 = (𝑘𝑟−1, 𝑘𝑟). 

𝛿𝜃(𝐴) = lim
𝑟→∞

1

𝐼𝑟
|𝑘 ∈ 𝐼𝑟: 𝑘 ∈ 𝐴|, is said to be the 𝜃 − density 

of 𝐴  if limit is exhibited.Definition 1.6.5.3 (Fridy and 

Orhan, 1993): Let 𝐴𝜀 = {𝑘 ∈ 𝐼𝑟: |𝑠𝑘 − 𝑠| ≥ 𝜀}; for all 𝜀 > 0, 

if  

𝛿𝜃(𝐴𝜀) = lim
𝑟→∞

1

𝐼𝑟
|{𝑘 ∈ 𝐼𝑟: |𝑠𝑘 − 𝑠| ≥ 𝜀}| = 0, in this case, 

(𝑠𝑘) is called to be   Δ − Lacunary statistical convergent to 𝑠. 

Then, it is represented as 𝑠𝑡𝜃 − 𝑙𝑖𝑚𝑠𝑘 = 𝑠.  𝑆𝜃 is a denoted 

set of every Lacunary statistical convergence sequences. 

Definition 2.3.3 (Nazmiye, 2022): Let 

(𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡)  be neutrosophic normed 

spaces and Δ𝑠𝑘
= 𝑠𝑘 − 𝑠𝑘+1. (𝑠𝑘) is called to be Δ − 

convergence to 𝑠 according to neutrosophic normed if, for all 

𝜀 ∈ (0,1) and 𝑟 > 0, there exists a 𝑘̃ ∈ ℕ such that, for every 

𝑘 ≥ 𝑘̃, 

 

𝜇(ℜ,𝜈)(Δ𝑠𝑘
− 𝑠, 𝑟) ≤ 1 − 𝜀, 𝜚(ℜ,𝒰),((Δ𝑠𝑘

− 𝑠, 𝑟)

≥ 𝜀, 𝜁(ℜ,ℱ)((Δ𝑠𝑘
− 𝑠, 𝑟) ≥ 𝜀. 

This sequences is shown with −Δ
ℜ lim𝑠𝑘 = 𝑠. 

Definition 2.3.4 (Nazmiye, 2022): Let 

(𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡)  be neutrosophic normed 

spaces. If there exists 𝑟 > 0 and 0 < 𝜀 < 1, for all Δ𝑠𝑘
 where 

𝜇(ℜ,𝜈)(Δ𝑠𝑘
, 𝑟) ≤ 1 − 𝜀, 𝜚(ℜ,𝒰),((Δ𝑠𝑘

, 𝑟) ≥

𝜀, 𝜁(ℜ,ℱ)((Δ𝑠𝑘
, 𝑟) ≥ 𝜀, then (𝑠𝑘) is called  Δ − bounded 

sequences in  (𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡). 

Definition 2.3.5 (Nazmiye, 2022): Let 

(𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡)  be neutrosophic normed 

spaces, (𝑠𝑘) is called to be   Δ − Cauchy sequence if , for 

every 𝜀 ∈ (0,1) and 𝑟 > 0, there exists a 𝑘0 ∈ ℕ such that, for 

every 𝑘, 𝑝 ≥ 𝑘0, 𝜇(ℜ,𝜈) (Δ𝑠𝑘
− Δ𝑠𝑝

, 𝑟) ≤ 1 −

𝜀, 𝜚(ℜ,𝒰),((Δ𝑠𝑘
− Δ𝑠𝑝

, 𝑟) ≥ 𝜀, 𝜁(ℜ,ℱ)((Δ𝑠𝑘
− Δ𝑠𝑝

, 𝑟) ≥ 𝜀 
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3. MAIN RESULTS 

Now, we examine the ∆ − Statistical Convergence of Double 

sequences via Neutrosophic Normed Spaces 

𝟑. 𝟏 Δ𝑘𝑙 − Statistical Convergence via  Neutrosophic 

Normed Spaces 

Definition 3.1 Let (𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡)  be 

neutrosophic normed spaces; (𝑠𝑘𝑙) is called to be  Δ𝑘𝑙  − 

statistical convergence with respect to (𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ)) if 

, for every 𝜀 ∈ (0,1) and 𝑟 > 0, there exists 𝑠 such that  

{𝑘 ≤ 𝑛, 𝑙 ≤ 𝑚 ∶  𝜇(ℜ,𝜈)(∆𝑠𝑘𝑙 − 𝑠, 𝑟) ≤ 1 −

𝜀 𝑜𝑟  𝜚(ℜ,𝒰),((∆𝑠𝑘𝑙 − 𝑠, 𝑟) ≥ 𝜀, 𝜁(ℜ,ℱ)((∆𝑠𝑘𝑙 − 𝑠, 𝑟) ≥ 𝜀},  has 

natural density zero, i.e., 

lim
𝑛,𝑚

1

𝑛𝑚
|{𝑘 ≤ 𝑛, 𝑙 ≤ 𝑚 ∶  𝜇(ℜ,𝜈)(∆𝑠𝑘𝑙 − 𝑠, 𝑟)

≤ 1 − 𝜀 𝑜𝑟  𝜚(ℜ,𝒰),((∆𝑠𝑘𝑙 − 𝑠, 𝑟)

≥ 𝜀, 𝜁(ℜ,ℱ)((∆𝑠𝑘𝑙 − 𝑠, 𝑟) ≥ 𝜀}| = 0. 

Therefore, it will be denoted as 𝑠𝑡 Δ𝑘𝑙

ℜ −lim𝑠𝑘𝑙 = 𝑠 or 𝑠𝑘𝑙 −

𝑠(𝑆 Δ𝑘𝑙

ℜ ),  where 𝑘 → ∞. 𝑆 Δ𝑘𝑙

ℜ   denote set of all 

  Δ𝑘𝑙 − statistical convergence sequences.  

Lemma 3.1 Let (𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡)  be 

neutrosophic normed spaces and  if (𝑠𝑘𝑙) is   Δ𝑘𝑙 − statistically 

convergent in this case, 𝑠𝑡 Δ𝑘𝑙

ℜ −lim𝑠𝑘𝑙  is unique. 

 

Definition 3.2  Let (𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡)  be 

neutrosophic normed spaces, (𝑠𝑘𝑙) is called to be   Δ𝑘𝑙  – 

statistical Cauchy sequences if , for every 𝜀 ∈ (0,1) and 𝑟 >

0, there exists a 𝑗, 𝑝 ∈ ℕ such that,  𝛿(𝑛𝑚)({𝑘 ≤ 𝑛, 𝑙 ≤ 𝑚 ∶ 

𝜇(ℜ,𝜈)(∆𝑠𝑘𝑙 − ∆𝑠𝑗𝑝, 𝑟) ≤ 1 − 𝜀, 𝜚(ℜ,𝒰),((∆𝑠𝑘𝑙 − ∆𝑠𝑗𝑝 , 𝑟) ≥

𝜀, 𝜁(ℜ,ℱ)((∆𝑠𝑘𝑙 − ∆𝑠𝑗𝑝, 𝑟) ≥ 𝜀})  = 0 

Lemma 3.2 Let (𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡)  be 

neutrosophic normed spaces and  (𝑠𝑘𝑙) be a   Δ𝑘𝑙 − statistical 

convergence sequences. Then, for each 𝜀 > 0, 𝑟 > 0, the next 

properties are equivalent: 

 (i)  𝑠𝑡 Δ𝑘𝑙

ℜ −lim𝑠𝑘𝑙 = 𝑠  

(ii) lim (
1

𝑛𝑚
)

𝑛,𝑚

|{𝑘 ≤ 𝑛, 𝑙 ≤ 𝑚 ∶  𝜇(ℜ,𝜈)(∆𝑠𝑘𝑙 − 𝑠, 𝑟)

> 1 − 𝜀, 𝜚(ℜ,𝒰)((∆𝑠𝑘𝑙 − 𝑠, 𝑟)

< 𝜀, 𝜁(ℜ,ℱ)((∆𝑠𝑘𝑙 − 𝑠, 𝑟) < 𝜀}| = 1. 

 (iii)  lim
𝑛,𝑚→∞

(
1

𝑛𝑚
) |{𝑘 ≤ 𝑛, 𝑙 ≤ 𝑚 ∶  𝜇(ℜ,𝜈)(∆𝑠𝑘𝑙 − 𝑠, 𝑟) ≤

1 − 𝜀}| = 0,   

           lim
𝑛,𝑚→∞

(
1

𝑛𝑚
) |{𝑘 ≤ 𝑛, 𝑙 ≤ 𝑚 ∶  𝜚(ℜ,𝒰)(∆𝑠𝑘𝑙 − 𝑠, 𝑟) ≥

  𝜀}| = 0, and  

           lim
𝑛→∞

(
1

𝑛𝑚
) |{𝑘 ≤ 𝑛, 𝑙 ≤ 𝑚 ∶  𝜁(ℜ,ℱ)(∆𝑠𝑘𝑙 − 𝑠, 𝑟) ≥ 𝜀}|

= 0, 

(iv)    lim
𝑛,𝑚→∞

(
1

𝑛𝑚
) |{𝑘 ≤ 𝑛, 𝑙 ≤ 𝑚 ∶  𝜇(ℜ,𝜈)(∆𝑠𝑘𝑙 − 𝑠, 𝑟) >

1 − 𝜀}| = 1,  

          lim
𝑛,𝑚→∞

(
1

𝑛𝑚
) |{𝑘 ≤ 𝑛, 𝑙 ≤ 𝑚 ∶  𝜚(ℜ,𝒰)(∆𝑠𝑘𝑙 − 𝑠, 𝑟) <

𝜀}| =         1, and  

            lim
𝑛,𝑚→∞

(
1

𝑛𝑚
) |{𝑘 ≤ 𝑛, 𝑙 ≤ 𝑚 ∶  𝜁(ℜ,ℱ)(∆𝑠𝑘𝑙 − 𝑠, 𝑟)

< 𝜀}| = 1 

(v)  𝑠𝑡 Δ𝑘𝑙

ℜ − lim
𝑛,𝑚→∞

 𝜇(ℜ,𝜈)(∆𝑠𝑘𝑙 − 𝑠, 𝑟) = 1,   𝑠𝑡 Δ𝑘𝑙

ℜ −

lim
𝑛,𝑚→∞

 𝜚(ℜ,𝒰)(∆𝑠𝑘𝑙 − 𝑠, 𝑟) = 0,    

𝑠𝑡 Δ𝑘𝑙

ℜ − lim
𝑛,𝑚→∞

 𝜁(ℜ,ℱ)(∆𝑠𝑘𝑙 −   𝑠, 𝑟) = 0. 

 

Lemma 3.3 Let (𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡)  be 

neutrosophic normed spaces. Every   Δ𝑘𝑙 − statistical 

convergence sequences is  Δ𝑘𝑙 − statistical Cauchy 

sequences. 

Proof: let (𝑠𝑘𝑙) be a   Δ𝑘𝑙 − statistical convergence sequences 

in  (𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡)  and 𝑠𝑡 Δ𝑘𝑙

ℜ −lim𝑠𝑘𝑙 = 𝑠. For 

a given 𝜀 ∈ (0,1), 𝑐ℎ𝑜𝑜𝑠𝑒 𝜗 > 0 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 (1 − 𝜀)⨂(1 −

𝜀) > (1 − 𝜇) and 𝜀 ⊡ 𝜀 < 𝜗. For 𝑟 > 0, 

𝛿(𝑛,𝑚)(𝐺𝑛,𝑚) ∶={𝑘 ≤ 𝑛, 𝑙 ≤ 𝑚 ∶  𝜇(ℜ,𝜈) (∆𝑠𝑘𝑙 − 𝑠,
1

2
) ≤ 1 −

𝜀 𝑜𝑟  𝜚(ℜ,𝒰),((∆𝑠𝑘𝑙 − 𝑠,
1

2
) ≥ 𝜀, 𝜁(ℜ,ℱ) ((∆𝑠𝑘𝑙 − 𝑠,

1

2
) ≥ 𝜀} =

0. 

Can be written, so 𝛿(𝑛,𝑚)(𝐺𝑛,𝑚
𝑐 ) = 1. For 𝑗, 𝑝 ∈ 𝐺𝑛,𝑚

𝑐 , 

 𝜇(ℜ,𝜈)(∆𝑠𝑗𝑝 − 𝑠, 𝑟) > 1 − 𝜀 𝑎𝑛𝑑   𝜚(ℜ,𝒰)(∆𝑠𝑗𝑝 − 𝑠, 𝑟) <

𝜀,   𝜁(ℜ,ℱ)(∆𝑠𝑗𝑝 − 𝑠, 𝑟) < 𝜀.  

Let  

𝐻(𝑛,𝑚) ={𝑘 ≤ 𝑛, 𝑙 ≤ 𝑚 ∶  𝜇(ℜ,𝜈)(∆𝑠𝑘𝑙 − ∆𝑠𝑗𝑝, 𝑟) ≤ 1 −

𝜗 𝑜𝑟  𝜚(ℜ,𝒰)((∆𝑠𝑘𝑙 − ∆𝑠𝑗𝑝, 𝑟) ≥ 𝜗, 𝜁(ℜ,ℱ) ((∆𝑠𝑘𝑙 −

∆𝑠𝑗𝑝, 𝑟) ≥ 𝜗}. 

It is necessary to show that 𝐻(𝑛,𝑚) ⊂ 𝐺(𝑛,𝑚). So, to show this, 

let 𝑢, 𝑤 ∈ (𝐻⋂𝐺𝑐). In this case,  

𝜇(ℜ,𝜈)(∆𝑠𝑢𝑤 − ∆𝑠𝑗𝑝 , 𝑟) ≤ 1 − 𝜗 and 𝜇(ℜ,𝜈) (∆𝑠𝑢𝑤 − 𝑠,
𝑟

2
) >

1 − 𝜗, especially 𝜇(ℜ,𝜈)(∆𝑠𝑗𝑝 − 𝑠, 𝑟) > 1 − 𝜗. So,  

1 − 𝜗 ≥ 𝜇(ℜ,𝜈)(∆𝑠𝑢𝑤 − ∆𝑠𝑗𝑝 , 𝑟) ≥  𝜇(ℜ,𝜈) (∆𝑠𝑢𝑤 −

𝑠,
𝑟

2
) ⨂𝜇(ℜ,𝜈) (∆𝑠𝑗𝑝 − 𝑠,

𝑟

2
) > (1 − 𝜀)⨂(1 − 𝜀) > 1 − 𝜗.  

However, this is not possible. Moreover,  

𝜚(ℜ,𝒰)(∆𝑠𝑢𝑤 − ∆𝑠𝑗𝑝 , 𝑟) ≥ 𝜗 and 𝜚(ℜ,𝒰) (∆𝑠𝑢𝑤 − 𝑠,
𝑟

2
) < 𝜗, 

especially 𝜚(ℜ,𝒰) (∆𝑠𝑗𝑝 − 𝑠,
𝑟

2
) < 𝜗. Hence, 

𝜗 ≤ 𝜚(ℜ,𝒰)(∆𝑠𝑢𝑤 − ∆𝑠𝑗𝑝, 𝑟) ≤  𝜚(ℜ,𝒰) (∆𝑠𝑢𝑤 − 𝑠,
𝑟

2
) ⊡

𝜚(ℜ,𝒰) (∆𝑠𝑗𝑝 − 𝑠,
𝑟

2
) < 𝜀 ⊡ 𝜀 < 𝜗, which is impossible. With 

a similar technique, we can apply for 𝜁(ℜ,ℱ)(∆𝑠𝑢𝑤 − ∆𝑠𝑗𝑝, 𝑟). 

So, 𝐻(𝑛,𝑚) ⊂ 𝐺(𝑛,𝑚) and 𝛿(𝑛,𝑚)(𝐺𝑛,𝑚) = 0. Then,  Δ𝑘𝑙 − 

statistical Cauchy convergence sequences in  

(𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡). 

Definition 3.3 Let (𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡)  be 

neutrosophic normed spaces. If every   Δ𝑘𝑙 − statistical 

cauchy sequences is  Δ𝑘𝑙 − statistical convergence in  

(𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡), then this spaces is called 

complete. 
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Theorem 3.3 Let (𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡)  be 

neutrosophic normed spaces. Then, every   Δ𝑘𝑙 − statistical 

Cauchy sequences is  Δ𝑘𝑙 − statistical convergence in this 

spaces. 

Proof: Let  (𝑠𝑘𝑙) be Δ𝑘𝑙 − statistical Cauchy but not ∆ − 

statistical convergent on (𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡). For a 

given 𝜀 ∈ (0,1), 𝑐ℎ𝑜𝑜𝑠𝑒 𝜗 > 0 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 (1 − 𝜀)⨂(1 −

𝜀) > (1 − 𝜇) and 𝜀 ⊡ 𝜀 < 𝜗. Then, 

𝜇(ℜ,𝜈)(∆𝑠𝑘𝑙 − ∆𝑠𝑗𝑝, 𝑟) ≥  𝜇(ℜ,𝜈) (∆𝑠𝑘𝑙 −

𝑠,
𝑟

2
) ⨂𝜇(ℜ,𝜈) (∆𝑠𝑘𝑙 − 𝑠,

𝑟

2
) > (1 − 𝜀)⨂(1 − 𝜀) > 1 − 𝜗.  

𝜚(ℜ,𝒰) (∆𝑠𝑘𝑙 − Δ𝑠𝑗𝑝
, 𝑟) ≤  𝜚(ℜ,𝒰) (∆𝑠𝑘𝑙 − 𝑠,

𝑟

2
) ⊡

𝜚(ℜ,𝒰) (∆𝑠𝑗𝑝 − 𝑠,
𝑟

2
) <  𝜀 ⊡ 𝜀 < 𝜗, 

𝜁(ℜ,ℱ)(∆𝑠𝑘𝑙 − ∆𝑠𝑗𝑝, 𝑟) ≤  𝜁(ℜ,ℱ) (∆𝑠𝑘𝑙 − 𝑠,
𝑟

2
) ⊡

𝜁(ℜ,ℱ) (∆𝑠𝑗𝑝 − 𝑠,
𝑟

2
) <  𝜀 ⊡ 𝜀 < 𝜗. 

So, for  

𝐼(𝑛,𝑚) ={𝑘 ≤ 𝑛, 𝑙 ≤ 𝑚 ∶  𝜇(ℜ,𝜈)(∆𝑠𝑘 − ∆𝑠𝑝, 𝑟) ≤ 1 −

𝜗 𝑜𝑟  𝜚(ℜ,𝒰)((∆𝑠𝑘 − ∆𝑠𝑝 , 𝑟) ≥ 𝜗, 𝜁(ℜ,ℱ) ((∆𝑠𝑘 − ∆𝑠𝑝 , 𝑟) ≥

𝜗}, and 𝛿(𝑛,𝑚)(𝐼𝑛,𝑚
𝑐 ) = 0; also, 𝛿(𝑛,𝑚)(𝐼𝑛𝑚) = 1. Since  (𝑠𝑘𝑙) 

𝑖𝑠 ∆ − statistical Cauchy, this is impossible. Thus, (𝑠𝑘) 𝑖𝑠  

∆ − statistical convergent in (𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡). 

 

Result 1. If  (𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡) is  neutrosophic 

normed spaces, then this spaces is complete. 

Result 2.  Let (𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡)  be neutrosophic 

normed spaces and  (𝑠𝑘𝑙)  be a double sequences in this 

spaces. Then, (𝑠𝑘𝑙) is a  Δ𝑘𝑙 − statistical convergence 

sequences,  (𝑠𝑘𝑙) is a  Δ𝑘𝑙 − statistical Cauchy sequences, and  

⟺(𝒰, 𝜇(ℜ,𝜈), 𝜚(ℜ,𝒰),𝜁(ℜ,ℱ), ⨂,⊡) is complete neutrosophic 

normed spaces.  
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